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What is Computational Neuroscience?

e goal of neural modeling is to relate, in nervous systems, 
function to structure on the basis of operation.

MacGregor & Lewis, 1977

M-O Gewaltig, HRI
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Keeping it simple: point neurons
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Complexity of the neuron ... abstracted as simple RC-circuit
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en explore network dynamics!

Random network 

in the model cortex is considered to correspond to a cortical column,
which is represented by 9 model neurons (2 excitatory and 1 inhibi-
tory for each of the 3 layers). All topographic elements in Vp are
organized in maps of 40 ! 40 elements for each of the 2 modeled
orientation selectivities (horizontal and vertical). Orientation selectiv-
ity is achieved by the convergence of afferents from an oriented
rectangular region in Tp onto individual cortical cells in L4 and L5–6.
The subdivision of the modeled cortical areas in elements spanning all
layers reflects the developmental, anatomical, and physiological evi-
dence for a basic columnar organization of neocortex (Gilbert 1993;
Mountcastle 1997, 1957; Rakic 1995).

Assuming that different selectivities are mapped onto nonoverlapping
pieces of cortex, and that there are about 62,000 neurons beneath 1 mm2

of cortical surface in area 17 (Beaulieu and Colonnier 1983), each
topographic element corresponds to a cortical column with a surface area
of 1,454 !m2 and containing approximately 94 neurons. Because we
explicitly model only 9 cells for each topographic element, each modeled
cell represents the activity of approximately 10 cortical neurons, making
the topographical elements in the model comparable to the basic cortical
modules proposed by Peters and Payne (1993). Although the ratio of
modeled excitatory/inhibitory cells (66%/33%) is not exactly the same as
that observed in vivo (about 80%/20%) because of computational con-
siderations, the observed ratio of excitatory/inhibitory synapses is main-
tained (see following text).

SECONDARY CORTICAL AREA. The secondary visual area (Vs) cor-
responds to an extrastriate area located along the ventral occipitotem-
poral pathway. Although Vs does not represent in detail any particular
region of visual cortex, we use area 21 in the cat as a reference, which
is the presumed homolog of cortical area V4 in the monkey (Payne
1993). Vs is assumed to be about half the size of Vp [in the monkey,

V1 is 1,120 mm2 and V4 is 540 mm2 (Felleman and Van Essen
1991)]. In the model, Versus is based on some general properties
associated with extrastriate areas (e.g., an enlargement of receptive
fields) and with termination patterns of “forward” and “backward”
corticocortical projections (Felleman and Van Essen 1991; Van Essen
et al. 1992). Vs contains neurons that are selective for either vertical
lines, horizontal lines, or line crossings, organized in a coarse topo-
graphic map. For each of its 3 selectivities, Vs has a map of 30 ! 30
elements (for a total of 24,300 model neurons) as compared with the
40 ! 40 (totaling 28,800 model neurons) elements in Vp.

THALAMIC SECTORS. According to Peters and Payne (1993), there is
a rough correspondence between the number of X-cells in the lateral
geniculate nucleus (LGN) and the number of basic cortical modules in
area 17. We therefore model a geniculate map (Tp) composed of the
same number of elements (40 ! 40) as Vp. Each element of Tp
contains 2 modeled neurons that correspond respectively to an X-relay
cell and to an inhibitory interneuron. For simplicity of implementa-
tion, only the ON-portion of thalamic receptive fields is modeled. The
secondary thalamic map (Ts) has 30 ! 30 elements and its visuotopic
arrangement has a much lower spatial resolution than that of Tp. Two
sectors of the reticular nucleus, primary perigeniculate (Rp) and
secondary higher-order (Rs), are modeled respectively as a 40 ! 40
and a 30 ! 30 map of inhibitory neurons.

Connectivity

In constructing the model, special emphasis was placed on the
incorporation of realistic network properties, such as the spread and
relative proportions of the various sets of connections composing the
intra- and interregional thalamocortical circuitry. Specific patterns of

FIG. 2. Schematic of modeled orientation-selective recep-
tive fields, feedforward and feedback projections. Feedforward
connections start with visual input to the elements of the model
thalamus (Tp). Each topographic element in Tp contains one
excitatory (white circle) and one inhibitory (black circle) neu-
ron. Rp contains one inhibitory cell per topographic element.
Each topographic element in layers L5–6, L4, and L2–3 con-
sists of 2 excitatory and one inhibitory cell. Excitatory cells in
Tp project to inhibitory cells in Rp and both excitatory and
inhibitory cells in L4 and L5–6. Orientation selectivity is
achieved by the convergence of afferents from an oriented
rectangular region in Tp onto individual cortical cells in L4 and
L5–6. All excitatory cells in L4 and L5–6 receive oriented
input from Tp. Red marks the receptive field and projection
patterns for a cortical cell selective for horizontal input. Blue
marks the receptive field and projection patterns for a cortical
excitatory cell selective for vertical input. Feedback connec-
tions (shown in green) show the projection pattern from L2–3 to
L5–6, and from L5–6 to Rp and Tp. These connections are
present for both horizontally and vertically selective cells.
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Structured network 

Hill & Tononi (2005)

become depolarized enough to spike and irregular firing occurs
in all layers. L4 is slightly more depolarized than other cortical
layers because of the high level of synaptic input from Tp.

A moving visual stimulus, consisting of a 2-dimensional
vertically oriented grating, was presented by firing a patterned

subset of neurons in the optic tract for a duration of 250 ms.
During the stimulus presentation, the vertically selective cells
display a dramatically increased firing rate (10!) and high-
frequency synchronized oscillations are clearly observable in
the membrane potential (Fig. 3A, right). Poststimulus offset

FIG. 3. Spontaneous and evoked activity in the thalamocortical network during the waking mode. Left side: spontaneous activity. Right side: evoked activity
arising from a stimulus presentation (vertical moving grating stimulus at 2 cycles/s). A: membrane potential rasters displaying activity over 1 s for 25 neighboring
neurons. Note irregular firing and membrane potential fluctuations in individual cells and throughout all layers during spontaneous activity. During the evoked
response, notice the strong depolarization and intense firing of individual cells and the strong synchronized oscillations occurring throughout all layers of the
network. B: intracellular potentials for representative excitatory and inhibitory neurons in L4. Note the low level of spontaneous firing that becomes significantly
elevated during the stimulus presentation. C: local field potential (LFP) computed from average synaptic input in L2–3. Note the strong gamma frequency
oscillations during the stimulus presentation. D: time-averaged topographic representation of the membrane potential for 2 orientation selective populations in
L2–3 of Vp during spontaneous and evoked conditions. Note that the orientation preference is visible in the average spontaneous activity. Vertically selective
population responds preferentially to the vertical grating, whereas the horizontally selective population is silenced. Green box and red boxes in A indicate the
time windows (10 ms) used for the average spontaneous and evoked activity, respectively.
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Simulations are exciting — but reliable?

• Computational neuroscience
• no conservation laws
• no clear-cut separation of scales
• no general agreement on which aspects of network 

activity are essential (spike rate vs spike time debate)
• highly abstract models difficult to compare to 

experimental data quantitatively
➡Highly dependent on reliable simulations
➡Let’s look at a real-life case
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Case 2: e clipped Gaussian

• Well-known paper on plasticity
• Parameters chosen from Gaussian distribution, according to 

paper
• Results could not be reproduced independently
• Analysis of original C-code provided by authors:

➡Parameters were chosen from clipped Gaussian
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e (sad) state of the art

• Few published results can be reproduced independently
• Authors oen struggle to replicate their own results
• Systematic comparison and evaluation of models are rare
• Authors rarely discuss why and how models ended up as they 

are
• Models are seldom re-used
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Reproduction vs Replication

Chris Drummond
Replicability is not Reproducibility: Nor is it Good Science

ICML Montreal 2009
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Replication: necessary, difficult, & insufficient

• Replication
• Re-create identical results
• Essentially book-keeping
• Requires tools & discipline
• No new insights: tests implementation, not ideas

• Internal replication 
Joe recreates results on original machine

• External replication 
Jane recreates Joe’s results on her machine using Joe’s code

• Cross replication 
Alice recreates Joe’s results using a different simulator, based 
on a simulator-independent model description
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How much detail does replication require?

• Very simple point-neuron model

• Exact updating rule (                   )

• Two different implementations

˙ = − +

= /

+ = − / + ( − − / )

=

=

• Different numerical properties
➡Replication requires that we specify implementation!
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But do such tiny differences matter?
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Reproduction

• Independent
• Test hypotheses and models
• Validates concepts
• Requires re%ection
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From oil drops to &rst-passage times

Erwin Schrödinger
Zur eorie der Fall- und Steigversuche an Teilchen mit Brownscher Bewegung
Physikalische Zeitschri 16:289 (1915)

Wikipedia

Millikan’s oil drop experiment
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Reproduction  needs replication

• Reproducible models describe scienti&c ideas
• Independent reproduction will generally fail to replicate 

original results precisely
• Requires learned judgement of discrepancies
• Requires means to understand failure

➡ Replicable implementation
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Improving Scienti&c Practice
in

Computational Neuroscience
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Good model description practice

• Systematic approach to model 
description in papers

• Standardize tables/checklists
• Standards for graphic 

representation of models
• Nordlie, Gewaltig, & Plesser

PLoS Comp Biol 5:e1000456 (2009)

A Model Summary
Populations Three: excitatory, inhibitory, external input
Topology —
Connectivity Random convergent connections
Neuron model Leaky integrate-and-fire, fixed voltage threshold, fixed absolute refractory time (voltage

clamp)
Channel models —
Synapse model α-shaped current inputs
Plasticity —
Input Independent fixed-rate Poisson spike trains to all neurons (during initial stimulation period)
Measurements Spike activity

B Populations
Name Elements Size
E Iaf neuron NE = 4NI

I Iaf neuron NI

Eext Poisson generator CE(NE + NI)

C Connectivity
Name Source Target Pattern
EE E E Random convergent CE → 1, weight J, delay D
IE E I Random convergent CE → 1, weight J, delay D
EI I E Random convergent CI → 1, weight −gJ, delay D
II I I Random convergent CI → 1, weight −gJ, delay D
Ext Eext E ∪ I Non-overlapping CE → 1, weight J, delay D

D Neuron and Synapse Model
Name Iaf neuron
Type Leaky integrate-and-fire, α-current input

Subthreshold
dynamics

τV̇(t) = −V(t) + RI(t) if t > t∗ + τrp

V(t) = Vr else

I(t) = τ
R ∑t̃ wα(t − (t̃ + ∆))Θ(t − (t̃ + ∆))

Spiking
If V(t−) < θ ∧ V(t+) ≥ θ

1. set t∗ = t
2. emit spike with time-stamp t∗

E Input
Type Description
Poisson generators Fixed rate νext, CE generators per neuron, each generator projects to one neuron; active

only during initial stimulation period

F Measurements
Spike activity as raster plots for subset of excitatory neurons
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Professional, shared soware

• Widely used packages replace homemade ad hoc code
• Currently: Neuron, NEST, Genesis, Moose, Brian, PCSim
• “Social” developments

• Simulator review (Brette et al, 2007)
• Teaching soware at summer schools
• Large-scale scienti"c projects (eg EU FACETS)
• Neuroinformatics journals 
• Raising awareness among reviewers and editors

• “Technical” developments
• Version control
• Test suites
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Software technology used in NEST development
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ModelDB: Sharing models 

• Curated database of 
computational 
neuroscience models

• Only published models
• Open to any soware
• Nearly 700 models
• http://

senselab.med.yale.edu/
modeldb/
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PyNN: A Meta-Simulator

• Python-based wrapper for many simulators
• Write model and simulation code once, run on all
• Facilitates model sharing and cross-validation
• Developed by Andrew Davison for FACETS project
• http://neuralensemble.org/PyNN

Architecture

sli

GENESIS 2 GENESIS 3
(MOOSE)

NeuroML

PCSIMNEST NEURONSimulator kernel

Native interpreter

Python interpreter

Simulator-specific
  PyNN module

hoc

FACETS
hardware

nrnpy

SLI

PyGENESISPyPCSIM PyHALPyNEST

pynn.neuronpynn.nest pynn.pcsim pynn.
facetshardware1

pynn.neuroml pynn.
genesis3

pynn.
genesis2

PyNN

Direct communication Code generation Implemented Planned

davison@unic.cnrs-gif.fr (-:) neuralensemble.org INCF@Neuroscience 2007 24 / 35
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NeuroML: A model speci&cation language

• XML-based language for model speci&cation
• Multiple layers: channels, neuron morphologies, networks
• Code-generation for several simulators, including PyNN
• Facilitates model sharing and re-use
• http://www.neuroml.org
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Provenance tracking: Sumatra

• Python package to enable systematic capture of the 
environment of numerical simulations/analyses 

• Tracks simulation code, dependencies, platform information, 
results

• Developed by Andrew Davison as part of FACETS project
• http://neuralensemble.org/sumatra
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NineML: A model description standard

• Aims for community standard for declarative model 
descriptions

• Inspired by SBML and CellML
• Focus on networks of point neurons
• Under development by INCF Multi-scale Modeling Task 

Force
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Perspectives

• Community increasingly aware of need for reproducibility 
and replicability

• Large-scale projects have led to development of valuable 
tools

• Summer schools educate PhD-students and post-docs in use 
of established modeling tools

• Neuroinformatics journals allow publication of domain-
speci&c solutions

• International Neuroinformatics Coordinating Facility 
(INCF) stimulates debate and development

• NEST Initiative is devoted to furthering reliable simulations

➡ We have a long way to go, but we are (&nally) moving!
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